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Abstract

Time/utility function time constraints (or TUFs) and utility accrual (UA) scheduling optimality criteria, constitute, arguably, the most effective and broadest approach for adaptive, dynamic time-critical resource management. A TUF, which is a generalization of the classical deadline constraint, specifies the utility of completing an application activity as an application- or situation-specific function of that activity’s completion time. With TUF time constraints, timeliness optimality criteria can be specified in terms of accrued (e.g., summed) activity utilities. This paper overviews past and recent advances on adaptive resource management for dynamic time-critical systems using UA algorithms. Emerging challenges and new research directions are also identified.

1. Introduction

Time-critical resource management is fundamentally concerned with satisfying application time constraints. The most widely studied time constraint is the deadline. With deadline time constraints, one can specify timeliness optimality criteria such as “meet all deadlines,” “minimize maximum lateness,” and “minimize deadline-miss rate,” and use deadline-driven real-time scheduling algorithms [2] to achieve them.

There are two fundamental problems with deadline-based timeliness optimality criteria. First, the relative utilities of activities in non-trivial real-time systems are often not directly related to their urgency, which is expressed using deadlines. Secondly, the semantics of deadlines become problematic for activities whose attained utilities can vary (e.g., increase, decrease) depending on completion time.

Jensen’s time/utility functions (abbreviated here as TUFs) [7] generalizes the deadline constraint. A TUF specifies the utility to the system that results from the completion of an activity as a function of the activity’s completion time—i.e., the utility is a function of when that activity completes. Examples of TUFs are shown in Figure 1.

The TUF paradigm has emerged, arguably, as the most effective and most general approach for adaptive resource management in dynamic time-critical systems. In this paper, we survey past research as well as recent advances on TUFs in Sections 2 and 3, respectively. Finally, we identify challenges and new research directions in Section 4.

2 Past TUF Research

To overcome the difficulty with deadlines in radar scheduling problems, Jensen [6] created a more general and expressive model for time constraints – i.e., utility-based scheduling. Although that specific work was, and remains, classified, it was followed on by Jensen’s Archons Project at CMU [7] and by Jensen’s research and product development projects at subsequent employers and collaborators.

Jensen’s Archons project produced two uniprocessor scheduling algorithms [5, 12], which are the first public UA scheduling algorithms. Locke’s Best Effort (BE) algorithm [12] can deal with tasks with almost arbitrary TUFs and stochastic parameters, but no resource dependencies. Clark’s algorithm, called Dependent Activity Scheduling Algorithm (DASA) can schedule tasks with resource dependencies. However, TUFs in DASA are restricted to downward step functions. Similar algorithms were later implemented and demonstrated in two significant applications, namely the AWACS (Airborne Warning and Control System) surveillance mode tracker system [4] and a coastal air defense system [13].

Furthermore, for restricted tasks with downward step TUFs, Baruah et al. established a theoretical result [1]: the upper bound on the competitive ratio of any on-line algorithm in the presence of overload is \(1/(1 + \sqrt{k})^2\), where \(k\) is the importance ratio of the task set. This upper bound was later achieved by the Dover algorithm [8].
3 Recent Advances on TUF Research

Recent interest in TUF research is largely due to the recognition of inevitable overloads in dynamic real-time systems (see [2] for examples of overload scheduling algorithms). However, overload scheduling in real-time computing systems research has traditionally focused on step TUFs, which restricts its applicability in large, complex, dynamic real-time systems. This focus is being changed by algorithms that consider extended task models—e.g., non-step TUFs.

In [14], the authors propose a new packet scheduling algorithm to deal with non-increasing TUFs, which is shown to outperform the previous UA packet scheduling algorithm [3]. In the meanwhile, several process scheduling algorithms have been proposed for variety of task and resource models. The Generic Utility Scheduling (GUS) algorithm [9] is the first algorithm that allows almost arbitrary TUFs as well as resource dependencies. This work was subsequently extended to allow multi-unit resources [15]. Scheduling tasks with non-CPU resource constraints, such as energy, is considered in [16].

Another research area is to schedule end-to-end activities with TUF time constraints. This problem is partially addressed by Tempus middleware [10].

Considerable TUF/UA research and technology transition is happening in the classified US Department of Defense (DoD) context.

4 Challenges and New Directions

A major challenge is to provide assurances on system behavior, including that on individual and collective timeliness behavior. In [11], the authors develop an algorithm with probabilistic assurance in the context of TUF/UA scheduling. However, there are only a few analytical results for TUF/UA scheduling. A strong analytical foundation, comparable to that of classical deadline-based scheduling theories is thus needed and being sought.

Other challenges include developing a methodology for designing TUFs, which currently is primarily empirically based. Finally, software tool support for TUF/UA scheduling is essential—a proof of concept tool is expected to appear this year.
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